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Abstrakt

Tato diplomova prace se zabyva zpracovanim prirozeného jazyka za ucelem klasifikace textovych
dokumenti. Pro trénovani klasifikdtortt byly zvoleny datové kolekce ziskané ze stranek WikiCFP
a DBWorld. Uvod préce se zabyvé ziskanim téchto dat, jejich zakladni analjzou a pfedzpracovanim
za Ucelem vytvoreni ocisténé datové sady. Néasleduje podrobny popis metod pro vytvoreni vektorové
reprezentace textu a prehled vhodnych modeli pro automatickou klasifikaci, a to od klasickych
pristupil, pres neuronové sité az po aktudalni state-of-the-art techniky. Vybrané modely z jednotli-
vych kategorii byly implementovany a otestovany nad specifikovanymi datovymi zdroji. Vysledky
jsou podrobné analyzovany, vizualizovany a zhodnoceny. Vytvorené modely byly implementovany

do praktické webové aplikace.

Klicova slova

klasifikace textu; zpracovani prirozeného jazyka; strojové uceni; neuronové sité; hluboké ucent;
webova aplikace; anonce konferenci; WikiCFP; DBWorld

Abstract

This thesis focuses on natural language processing for classification of text documents. For classifier
training were selected data collections obtained from WikiCFP and DBWorld. The introduction
of the thesis deals with the acquisition of these data, their basic analysis and preprocessing to create
a clean dataset. This is followed by a detailed description of the methods for creating a vector
representation of the text and an overview of suitable models for automatic classification, ranging
from classical approaches, through neural networks to current state-of-the-art techniques. Selected
models from each category have been implemented and tested over specified data sources. The next
part of the work deals with testing on specified data sources. Results are analysed, visualised,

and evaluated. Created models have been implemented to practical web application.

Keywords

text classification; natural language processing; machine learning; neural networks; artificial neural

networks; deep learning; web application; Call for Papers; WikiCFP; DBWorld
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Kapitola 1
Uvod

Cilem této préce je zpracovat resersi metod pro automatickou klasifikaci textu. Na zacatku bude
nutné jednotlivé metody detailné nastudovat a struéné popsat. Z mnozstvi existujicich algoritmu
je dale nutné vybrat vhodné metody k implementaci a aplikovat je nad daty WikiCFP, ptipadné
DBWorld. Veskeré experimenty je nutné vyhodnotit pomoci evalua¢nich metrik, které zahrnuji
jak ¢iselné hodnoty vyjadiujici vykonnost modelu, tak i grafické vizualizace. Nedilnou soucésti
je objektivni zhodnoceni dosazenych vysledki, pripadné odtvodnéni jejich netspéchu. Zavérem
zpracovani je také vytvoreni vyhledavaci aplikace, kterd bude demonstrovat vyuziti klasifikace a
umozni uzivateli doporucit relevantni konference.

Téma prace lze zaradit do oboru zpracovani prirozeného jazyka neboli natural language proces-
sing. Klasifikaci je ve statistice oznacovan proces, ve kterém jsou, dle vypozorovanych charakteristik,
seskupovany souvisejici entity do tiid. Kazdy objekt spada pravé do jedné ze tiid, pricemz tyto t¥idy
jsou vzajemné disjunktni a nemohou se piekryvat.

Call for Papers je oznaceni pro vyzvu k predkladani prispévkt do konference, workshopu, ca-
sopisu nebo jiné akce. CFP vétsinou zahrnuje informace o tématu akce, pozadavky na predkladané
prispévky (napf. délka, formét, jazyk), terminy pro podani prispévku a dalsi dulezité informace pro
ucastniky. CFP byva publikovano na webovych strankach dané akce, v odbornych ¢asopisech nebo
prostfednictvim socialnich siti a e-mailovych seznamii. Predkladani piispévkl na zdkladé CFP je
dilezitou soucasti akademického procesu a umoznuje védcim a specialistim prezentovat své vy-
zkumné vysledky a diskutovat o nich s kolegy z oboru.

V prvni kapitole uvedu ¢tendfe do dostupnych zdroju obsahujicich Call for Papers zaznamy,
vcetné uvedeni zdkladnich parametrti a porovnani s jinymi nalezenymi zdroji. Pouzité datasety
obsahuji i popis metod k jejich ziskdni a postup implementace pomocnych stahovacich skripti.

Na ziskané datasety navazuje i predzpracovani dat pro vyuziti v klasifika¢nich metodéch. Uve-
dené zpracovani kategorii se stalo pomérné komplikovanou problematikou. Jako soucast predzpraco-
vani se d& povazovat i pfevod textu do vektorovych reprezentaci, se kterymi jsou schopny pracovat

klasifikac¢ni algoritmy.

11



V paté kapitole se ¢tenar seznami se zakladnimi pojmy a obecné problematikou klasifikace. Na
téma navazuji prehledem klasifika¢nich metod. Kazdy algoritmus obsahuje alespon zakladni popis,
pricemz metody dilezité pro tuto praci jsou vysvétleny podrobnéji. Na klasifikaci navazuje i kapitola
zabyvajici se zpusoby vyhodnoceni kvality modela.

Postup implementace vybranych metod popisuji v osmé kapitole. S témito metodami je detailnéji
experimentovano v prilozenych souborech, ale jsou zde vybridny zajimavé vizualizace a néktera
zhodnoceni dosazenych vysledki. Navazujici kapitola zachycuje tvorbu jednoduché webové aplikace
pro praktické vyuziti implementovanych metod.

Posledni ¢ast prace se vénuje popisu vyuzitych technologii, a to jak ze softwarové, tak i hardwa-
rové casti. Jen diky mnozstvi knihoven a dostupnych vypocetnich prostfedki bylo mozné provést

velké mnozZstvi experimentt a zpracovat tuto praci.
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Kapitola 2

Datové sady

Datovou sadou se rozumi soubor textovych dokumenti, které jsou opatieny Stitky, anglicky labels,
oznacujici tr¥idu, do které zaznam patii. Textové dokumenty se mohou skladat z nadpisi, popisu,
doplnujicich informaci véetné odpovidajiciho stitku tiidy. Jednotlivé atributy mohou byt rtizného
datového typu a také libovolné délky, jazyka apod. VSechna nebo vybrana data jsou po ptredzpraco-
vani poté vyuzita k trénovani a evaluaci ML modelti. Vykonnost modelt byva zavislda na mnozstvi
dat. Kvalitu dat 1ze obecné povazovat za klicovou vlastnost, nebot jediné z kvalitnich dat lze naucit

presny model.

2.1 WikiCFP

WikiCFP je webova platforma, ktera sbird informace o konferencich, workshopech a dalsich akcich
po celém svété v oblasti pocitacovych véd a informacnich technologii. Tato platforma je urcena jak
pro vyzkumniky a studenty, ktefi hledaji prilezitosti ke zverejnéni svych praci, tak i pro organizatory
akci, ktefi chtéji propagovat své akce a ziskat vice icastniku.

Na WikiCFP je mozné vyhleddvat akce podle tématu, terminu, mista konani a dalsich kritérii.
U kazdé akce jsou zobrazeny podrobné informace, jako jsou nazvy a popisy prednasek, terminy

odevzdani prispévki, misto konani, registra¢ni poplatky a dalsi.

2.1.1 Ziskani dat

Nejprve byla provedena reserse dostupnych moznosti pro stazeni dat. Stranka neposkytuje API
rozhrani a generované XML exporty jsou jiz nékolik let neaktualizované.

Proto jsem se pokusil najit, zda existuje jiz implementovany skript ke stazeni CFP dat. Bohuzel
ani jeden z dostupnych nastroji nevyhovoval mym potiebam. Nékteré skripty byly v jazyce Haskell,

nékteré byly napsany jesté pro Python verze 2.
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Pro ziskani celé datové sady byl tedy implementovan skript, ktery postupné stahoval jednot-
livé stranky. Dle podminek WikiCFP musely byt pauzy mezi jednotlivymi pozadavky na server

minimélné 5 sekund.

2.1.2 Exploracni analyza

Celkové data WikiCFP obsahuji 94270 zaznamt pri spotiebé cca 4 GB mista na disku. Zaznamy se
skladaji ze zédkladnich informaci jako jsou nazev konference, podrobny popis, misto konani a odkaz
na web. Kazdy zdznam miize obsahovat az 4 tridy. Celkové dataset zahrnuje desetitisice trid, ze

kterych jsem vybral 30 nejpocetnéjsich do vizualizace jejich distribuce (obrazek 2.1).
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Obrazek 2.1: Vizualizace distribuce 30 nejpocetnéjsich tid
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2.2 DBWorld

DBWorld je webova stranka zaméfend na databazové technologie a obecné na oblast zpracovani dat.
Poskytuje informace o konferencich, workshopech, vyzvach a oznamenich v oblasti databazovych
technologii a souvisejicich oblasti, jako jsou napriklad data mining, strojové uceni, velka data, uméla
inteligence a dalsi. DBWorld poskytuje aktualizovany seznam piispévki, pficemz nové zaznamy jsou
bézné pridavany a staré jsou pravidelné aktualizovany. Tato stranka je uzite¢nym zdrojem informaci
pro vyzkumniky a odborniky v oblasti databdzovych technologii a souvisejicich oblasti, kteri chtéji
zustat informovani o nejnovéjsich vyzkumnych aktivitach a vyvoji v této oblasti.

Uvedeny mailing list poskytuje celkem 3 typy RSS kanali. Bohuzel vzhledem k neexistujicim

triddam dataset nemohl byt dale vyuzit pro trénovani a testovani modelu.

2.3  Shrnuti

Vzhledem k nedostatec¢né kvalité stavajicich zdroji jsem provedl prizkum dalsich online dostupnych
databazi. Ani jedna z uvedenych v tabulce 2.1 neodpovidala pozadavkim na mnozstvi dat a kvalitni

anotaci kategorii.

Tabulka 2.1: Porovnani databéazi obsahujici Call for Papers

Nazev databéaze Priblizny pocet prispévkl
WikiCFP? 155 000
DBWorld? 4 000
IEEE Conferences? 6 878
ACM Conferences? 2 800
Conference Alerts® 9 000
dblpb 13 010
All Conference CFP Alerts” 19 000

"http:/ /www.wikicfp.com/cfp/
Zhttps://dbworld.sigmod.org/browse.html
3https://conferences.ieee.org/conferences_events,/
“https://dl.acm.org/proceedings; https://dl.acm.org/icps
https:/ /www.conferencealerts.org/

Shttps://dblp.org/

"https:/ /allconferencecfpalerts.com/
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Kapitola 3

Predzpracovani datovych sad

Preprocessing dat je dulezity krok v pripravé dat pro strojové uceni. Cilem preprocessingovych
Uprav je zajistit, aby data byla vhodna pro modely strojového uceni a aby modely mohly co nejlépe
pracovat s témito daty.

Textové popisy konferenci ve WikiCFP jsou relativné standardnim textem v anglickém jazyce,

a proto se zde predzpracovani nijak vyrazné nelisi od béznych technik.

3.1 Textova data

3.1.1 Prevod na mala pismena

Tento krok slouzi k tomu, aby se snizila variabilita textu a zajistilo se, ze stejné slovo napsané
ruznym zpusobem (napf. s velkym a malym poc¢atecnim pismenem) bude interpretovano jako stejné

slovo.

3.1.2 Stop slova

Stop words jsou slova, ktera se vyskytuji velmi ¢asto v textu a nemaji pro analyzu piinos. Prikladem
mohou byt spojky (napf. ,a“, ,i“, ,nebo*), zdjmena (napf. ,on“, ;ona“, ,oni*) nebo ¢asto pouzivana
slovesa (napr. ,byt*, ,mit“). Odstranéni stop slov muze zlepsit vysledky analyzy textu, protoze se
zamérime na vyznamové bohatsi slova. Pti odstranovani stop slov v preprocessingu se tyto slova

jednoduse odstrani z textu, aby se snizila zatéz na vypocetni zdroje a zlepsila se kvalita dat.

3.1.3 Stematizace

Stematizace je proces, kdy se slova redukuji na jejich kofenovou formu, takze slova se stejnym
kotfenem jsou shledana jako stejnéa. To zahrnuje odstranéni pripon, koncovek a jinych morfologickych
prvki slov, které se ¢asto neberou v ivahu pii analyze textu. Napiiklad slova ,béham®, , bézime“,

,behani“ by byla prevedena na kofenové slovo ,béh“ Stemming je ¢asto pouzivan jako krok pied
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zavedenim dalsich metod, jako je vektorové reprezentovani textu, coz umoznuje redukovat dimenzi

dat a tim zlepsit vykon modelu.

3.1.4 Lemmatizace

Lemmatizace je proces ipravy slov na jejich zdkladni tvar, tzv. lemma. Jedné se o vyrazovou tpravu,
kdy se slova prevadéji na zakladni tvar za tcelem zjednoduseni textovych dat a snizeni dimenze
prostoru pri analyze. Naptiklad slova jako ,kocka“,  kocce® a ,kocku“ by mohla byt prevedena na

stejnou zakladni formu ,kocka®

3.1.5 Odstranéni irelevantnich informaci

Internetové adresy — Jedna se o odkazy na webové stranky, které obvykle nepfinaseji pridanou

hodnotu pro klasifikaci.
E-mailové adresy — Jsou to kontaktni informace, které nejsou relevantni pro textovou klasifikaci.
Telefonni cisla — Stejné jako v predchozim piipadé se jedna o irelevantni kontaktni informace.

Kalendarni data — Oznaceni data nebo obdobi, které vétsinou popisuje deadline pro odevzdani

prispévki. Oznaceni ¢asu se v CFP ve vétsi mife nevyskytuje.
Interpunkce — Symboly interpunkce jsou ¢asto pouzivany pro gramatiku a sémantiku véty.

Specialni znaky — Specidlni znaky jsou znaky, které se nevyskytuji v béznych slovech, coz mohou

byt kromé interpunkénich znamének, napiiklad cislice, emotikony, nebo jiné symboly.

3.2 Kategoricka data

3.2.1 OQOdstranéni duplicit a optimalizace kategorii

Redukce duplicitnich kategorii je soucasti preprocessingu, ktery pomaha zlepsit kvalitu a presnost
textovych modeld. Jednim z problémi mizou byt kategorie, které maji stejny ¢i podobny vyznam,
ale rtizné nazvy. To vede k rozdilnému oznaceni stejnych entit a snizeni presnosti modelu.
Prikladem uvedeného problému jsou data WikiCFP, které obsahuji tisice kategorii. Prvotni
pokusy spocivaly ve vybéru podmnoziny relevantnich kategorii bez sluc¢ovani. Mnozstvi trénovacich
dat bylo touto metodou omezeno na radové tisice zaznamu, z toho desitky az stovky v jednotlivych
kategoriich, coz vedlo k explozi gradientu pfi u¢eni modelu. Proto bylo v tomto pfipadé pristoupeno
k redukci duplicitnich kategorii. To obnasi manuélni vyhledéni a slouceni kategorii, které maji stejny
vyznam, ale lisi se pouze v nazvu. Navazujici fazi je slouceni kategorii, které maji odlisny vyznam,

ale tykaji se stejného tématu.
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Napriklad uvedené kategorie ,machine learning“, ,artificial intelligence“, ,neural networks“,
»deep learning® a ,,computer vision“ mohou byt slouceny do jedné kategorie s ndzvem ,,machine lear-
ning*“. Celkové bylo uvedenymi metodami postupné optimalizovano 300 nejcastéjsich a relevantnich
kategorii do 10 skupin. Kazda skupina reprezentovala pro klasifikator jednu tiidu. Zbylé kategorie

obsahovaly tadové desitky CFP a jejich optimalizace nevedly k zasadnimu zlepSeni modeli.
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Kapitola 4

Reprezentace textovych dat

Pro dalsi zpracovani je potreba prevést text na jinou formu, kterou lze pouzit pro algoritmy stro-
jového uceni. Vytvoreny vektor se nazyva embedding. Existuje mnozstvi technik vektorizace. Ty si
miuzeme rozdélit do zakladnich skupin jako vektorizace slov (kapitola 4.1), vétsich celku jako jsou

celé dokumenty (kapitola 4.2) a samostatné algoritmy pro transformer modely (kapitola 4.3).

4.1 Vektorizace slov

Word embeddings jsou reprezentace slov z textu v podobé vektortt v n-rozmérném prostoru, kde
vzdalenost mezi vektory odpovida vzdéalenosti mezi slovy v jejich sémantickém a syntaktickém vy-

Znamadu.

4.1.1 Bag-of-words

Bag-of-words (BoW) [1] je jedna z nejjednodussich metod reprezentace textu. Algoritmus pfedpo-
klada, ze vyznam textu muze byt ziskan z informace o vyskytu jednotlivych slov v textu bez ohledu
na jejich poradi.

Pro reprezentaci textu pomoci bag-of-words se nejprve vytvori slovnik obsahujici vsechna slova,
ktera se vyskytuji v trénovacich datech. Poté se kazdému slovu pritadi jedineéné ¢islo (index v
tomto slovniku).

Pro kazdy text se poté vytvori vektor o délce slovniku, kde kazdy prvek vektoru odpovida
jednomu slovu ze slovniku. Hodnota prvku je rovna poctu vyskytia odpovidajiciho slova v textu.

Pokud se slovo v textu nevyskytuje, je jeho pocet vyskytu vektoru roven nule.

4.1.2 TF-IDF

TF-IDF [1] pfistup je podobny BoW, ale snazi se uprednostnit slova (termy t), ktera jsou v do-

kumentu (d) dulezitéjsi. Frekvence slov (tf) se nasobi prevracenou frekvenci dokumentu (idf), coz
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umoznuje, aby méné castd slova v dokumentu méla vétsi vahu. Inverzni frekvence dokumentu se

definuje pomoci celkového poc¢tu dokumentt (N) a poc¢tu dokumentii, ve kterych se slovo vyskytuje

(df).

. N
idfy = lOng”t (4.1)
tf-idfy.q = tfia ¥ idfy (4.2)

4.1.3 Word2Vec

Word2Vec [2] je algoritmus pro vytvoreni word embeddings, ktery je zaloZen na predikci slov v
kontextu. Konkrétné existuji dva typy architektur, continuous bag-of-words (CBOW) a skip-gram.
U obou se pracuje s okny slov v kontextu, z nichz se snazime na zakladé jednoho slova predpoveédét
ostatni slova v okoli (CBOW) nebo naopak, na zdkladé kontextu piedpovidat jedno slovo (skip-
gram). Vysledkem téchto architektur je vektorova reprezentace slov, ve které jsou slova s podobnym
vyznamem reprezentovana blizkymi vektory. Tato reprezentace slov umoznuje provadét riizné tlohy,

jako naptiklad hledani slov s podobnym vyznamem, feSeni analogickych tloh nebo klasifikaci textu.

4.1.4 GloVe

GloVe (Global Vectors) [2] je algoritmus pro vytvafeni vektorovych reprezentaci slov (word em-
beddings), ktery kombinuje dvé myslenky: prostorovou reprezentaci slov zalozenou na distribu¢ni

hypotéze a maticovou faktorizaci.

4.1.5 fastText

FastText [2] je open-source knihovna pro tvorbu word embeddings, vyvinuta vyzkumniky z Facebook
AT Research. Jedna se o rozsiteni metody Word2Vec, kterd umoznuje zahrnout do vypocétu nejen

slova, ale i vyznamové celky mensi nez slova, jako jsou naptiklad morfémy nebo n-gramy.

4.2 \Vektorizace dokumenti

Document embeddings jsou reprezentace celych dokumenti, které se pouzivaji pro ruzné tulohy, jako
je kategorizace dokumenti, clustering dokumentii, porozuméni dokumentim a dalsi.

Podobné jako word embeddings, kde jsou slova reprezentovana jako vektory, jsou document
embeddings odvozeny z jednotlivych slov dokumentu nebo z celého dokumentu samotného. Repre-
zentovany jsou jako vektory s nizkou dimenzi, odvozené z distribuce slov v dokumentu a vztaht

mezi slovy.
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4.2.1 Sentence2Vec

Sentence2Vec je technika pro vytvareni vektorovych reprezentaci pro celé véty nebo vétsi textové
bloky. Oproti bag-of-words a TF-IDF reprezentacim, které zachycuji pouze pocet vyskytt slov v

textu, umoznuji sentence embeddings zohlednit také vyznam slov a kontext, ve kterém se vyskytuji.

4.2.2 Doc2Vec

Doc2Vec, zndmy také jako paragraph2vec nebo sentence embeddings, je metoda pro prevod celych
dokumentt na vektory nizké dimenze, kterd se zakldada na algoritmu zvaném Distributed Memory
Model of Paragraph Vectors (PV-DM). Podobné jako u Word2Vec algoritmu, Doc2Vec vyuziva
umélé neuronové sité k uceni vektorovych reprezentaci slov, ale v pripadé Doc2Vec jsou vytvareny

vektorové reprezentace nejen pro slova, ale i pro celé dokumenty.

4.3 Vektorizace pro transformer modely

Pro transformer modely se obvykle pouziva tzv. subword tokenizace, kterd pracuje s podretézci
slov a umoznuje zachytit riizné tvary slov a slovnich tvart. Subword tokenizace se provadi pomoci

algoritmu jako jsou Byte Pair Encoding (BPE) nebo SentencePiece.

4.3.1 BPE

Byte Pair Encoding (BPE) je algoritmus pro kompresi dat, ktery byl pozdéji upraven pro pouziti v

tokenizaci pro modely zpracovani pfirozeného jazyka, zejména pro transformer modely.

4.3.2 WordPiece

WordPiece je zalozen na principu postupného rozdélovani slov na mensi jednotky (subword units).
Algoritmus nejprve rozdéli vstupni text na jednotliva slova a nasledné je rozdéli na jesté mensi
jednotky, které se nazyvaji subwords. Tyto subwords mohou byt samostatna slova, ale také jejich
¢asti, které se vyskytuji v raznych slovech. Naptiklad se muze stat, ze se v datasetu vyskytuje
slovo ,running”, ale také ,,run* a ,ning“. Tyto ¢asti slov pak mohou byt rozdéleny do samostatnych

subwords a tyto subwords se pouziji pro predstaveni slova vektorovym zpusobem.

4.3.3 SentencePiece

SentencePiece je algoritmus pro tokenizaci textu, ktery byl vyvinuty spolecnosti Google a vydan
jako open-source knihovna. SentencePiece pouziva unigramovy model, coz znamend, ze rozdéleni
textu na jednotlivé tokeny je zalozeno na cetnosti vyskytu jednotlivych slov a podslov v trénovacich
datech. V praxi to znamend, Ze nejcastéjsi slova budou tvorit samostatné tokeny, zatimco méné

casté slova budou rozdélena na mensi podtokeny.
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Kapitola 5

Klasifikace

5.1 Klasifikace, kategorizace, shlukovani

Ve statistice je klasifikace problémem zatazeni pozorovani do sady kategorii na zdkladé vypozoro-
vanych charakteristik. Algoritmus, ktery implementuje klasifikaci se nazyva klasifikator a je mozné
si jej predstavit jako matematickou funkci, kterd mapuje vstupni data do kategorii. Vstupni data
nékdy mohou byt nazyvany jako regresory, v oboru strojového uceni také jako vektory vlastnosti,
anglicky jako feature vectors. Predikované vystupni kategorie jsou nazyvany jako tiidy, anglicky
classes.

Problém klasifikace je nutné oddélit od kategorizace, ktera je procesem déleni vstupnich dat do
skupin, jejiz entity jsou si néjakym zptsobem podobné. Zasadni rozdilem oproti klasifikaci je, ze
tyto skupiny nemusi byt vzdjemné disjunktni, a tedy jedna entita muze byt zarazena do vice skupin.

Dalsi variantou je shlukovani, anglicky clustering. Jedna se o tilohu na seskupovani mnoziny
objektu takovym zptusobem, Ze objekty v ramci skupiny si jsou uréitym zpusobem podobnéjsi nez
objekty v jinych skupinach. Zasadnim rozdilem oproti klasifikaci je, ze shlukovani patii mezi metody
bez ucitele, tedy nepouzivaji trénovaci data a shluky zlistavaji nepojmenované.

V soucasné dobé je klasifikace texti reSena nejcastéji pomoci modelt vyuzivajici slovni prvky,
napf. bag-of-words, n-grams nebo word-embeddings. Jako klasifika¢ni algoritmus lze pouzit TF-IDF,
K-means, CNN (konvolu¢ni neuronové sité) ale i LSTM.

Vsechny metody nicméné vyzaduji predzpracovani textu. Tento kol zahrnuje odstranéni stop-
words, sjednoceni na mald/velkd pismena, tokenizace vét na slova a lemmatizace nebo stemming
jednotlivych slov (tokent). Napf. i pro lemmatizaci a stemming je mozné vyuzit samostatné neuro-
nové sité.

Nasleduje vypocet vektorovych reprezentaci, pro ktery je nutné vyuzit specializované algoritmy.
Za nejpopularnéjsi modelovou architekturu pro vypocet vektorovych reprezentaci je mozno pova-
zovat napt. Word2Vec. Tento model se vyuziva k uceni slovnich asociaci z velkého korpusu textu.

Po natrénovani je moznost detekovat napf. synonyma. Vyslednd vektorova reprezentace by poté
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méla mit moznost pomoci matematické funkce (napf. kosinové podobnosti) udavat sémantickou
podobnost mezi tokeny.

Stejnou myslenku jako u Word2Vec 1ze pouzit i pro véty (Sentence2Vec) nebo celé dokumenty
(Doc2Vec).

Alternativnim modelem miize byt GloVe, ktery se vyuziva pro distribuovanou reprezentaci slov.
Model se da zahrnout oproti predchozim do kategorie uceni bez ucitele. Tento algoritmus nicméné

neni vhodny pro identifikaci homografi, tedy slov, kterd se shodné pisi, ale maji odlisny vyznam.
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Kapitola 6

Klasifikacni metody

V této kapitole postupné popisu metody pro klasifikaci textu se zamérenim na zpiisob uceni s
ucitelem. To znamenad, ze disponujeme predem anotovanymi daty, kterd jsou v tomto pripadé roz-
délena do vice tfid. Z tohoto divodu nebude mozné vyuzit samostatné metody urcené pro binarni
klasifikaci.

Na zacatku uvedu klasické modely, mezi které patii logistickd regrese (kapitola 6.1), rozhodo-
vaci stromy (kapitola 6.2), ddle pokrocilejsi kombinace stromii pomoci ensemble technik (kapitola
6.3), pravdépodobnostni klasifikdtory (kapitola 6.4), metodu nejblizsich sousedi (kapitola 6.5) a
déleni prostoru pomoci vektori (kapitola 6.6). V druhé ¢asti rozeberu detailnéji neuronové sité
(kapitola 6.7), véetné popisu konvoluénich (kapitola 6.8) a rekurentnich vrstev (kapitola 6.9), dale
autoenkodéry (kapitola 6.10) a zdvérem i aktudlni state-of-the-art transformer modely (kapitola
6.11). Uvedené metody je mozné vyuzit nejen na klasifikaci CFP do kategorii, ale také k analyze

sentimentu, filtrovani spamu, modelovani témat a v dalsich tlohach.

6.1 Logisticka regrese

Logisticka regrese [3] z fady linedrnich modelu je zdkladni statistickd metoda pouzivané pro kla-
sifikaci. Hlavnim cilem je odhad pravdépodobnosti, ze vstupni data patii do urcité t¥idy. Vyuziva
linedrni regresi pro predikci, ale vysledkem je pravdépodobnostni hodnota namisto konkrétniho
vystupu. Vystup logistické regrese se pohybuje v rozmezi 0 az 1, coz lze interpretovat jako pravdé-
podobnost, ze vstupni data patii do jedné ze trid.

Algoritmus se snazi nalézt optimalni sadu vah. To se provadi pomoci procesu zvaného odhad
pravdépodobnosti vyskytu zkoumaného jevu, ktery zahrnuje proces iterativni dpravy vah, dokud
model nevytvori nejvyssi moznou pravdépodobnost vyskytu zkoumaného jevu.

Podle typu pouziti délime logistickou regresi na bindrni, multinomickou (kapitola 6.1.1) a ordi-

nélni regresi (kapitola 6.1.2).
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6.1.1 Multinomicka logisticka regrese

Kromeé klasické binarni regrese muze byt logisticka regrese pouzita také pro vice tfid. Metoda se pak
nazyva nomindalni logistickd regrese nebo také multinomicka logistickd regrese. V takovém pripadé
model obsahuje vice linedrnich rovnic a vystupni hodnota se interpretuje jako pravdépodobnost

zatridéni do jedné ze trid.

6.1.2 Ordinalni logisticka regrese

Ordinalni logisticka regrese je variantou logistické regrese, kterd se vyuziva pro klasifikaci viceroz-
mérnych dat, kde vystupem je usporddand kategorie (tj. tfidy existuji v uréitém poradi), nikoli

jedna konkrétni kategorie.

6.2 Rozhodovaci strom

Rozhodovaci strom [3], anglicky decision tree, je jednim ze zdkladnich nastroju klasifikace. Podoba
se vyvojovému diagramu, ve kterém jednotlivé uzly testuji néktery z atributti. Kazdy test je defino-
van klasifika¢nim pravidlem. Pro vybrani idedlniho atributu k testovani tak, aby se maximalné od
sebe objekty odlisily, se vyuziva entropie. Na vystupu ma standardné algoritmus na vybér ze 2 po-
kracujicich vétvi. Podle vysledku testu algoritmus postupuje k dalsimu uzlu, nez narazi na koncovy

uzel definujici vyslednou tiidu. Tato hodnota se nazyva predikci.

Mezi hlavni vyhody patii jednoduchost a pochopitelnost, proces rozhodovaciho algoritmu je
mozné jednoduse interpretovat. Zasadni nevyhodou je sklon k preuceni, ktery je mozné také nazvat
jako owverfitting. To se nicméné podarilo vyresit navazanym algoritmem, ktery se nazyva nahodny
les (6.3.1). Déle jsou rozhodovaci stromy povazovany za nestabilni, protoze i velmi mald zména v

trénovacich datech mize vést k zdsadni zméné struktury vysledného rozhodovaciho stromu.
Vizualizaci rozhodovaciho stromu na Iris datasetu je mozné vidét na obrazku 6.1.
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Decision tree trained on all the iris features
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Obrazek 6.1: Rozhodovaci strom [4]

6.3 Ensemble metody

Ensemble [3] je technika, pfi které se kombinuje vice modelu tak, aby vysledny model mél lepsi
vykonnost nez jednotlivé modely samostatné. Vyuziva se zejména u rozhodovacich stromu, kde se
modely lisi pouze ve zvolenych trénovacich datech nebo zptsobu, jakym byly vytvoreny. Ensemble
pak diky témto modelim dokaze zajistit robustnost vici Sumu, vétsi presnost predikce a zlepSeni
schopnosti generalizace.

Existuji razné typy ensemble metod, z nichz nejéastéji pouzivané jsou:

Averaging — Pri této metodé se predikce vice modeli zpruméruji, aby se ziskaly vysledné hodnoty.

Weighted averaging — Funguje podobné jako priamérovani, ale u této techniky se predpoveéd
kazdého modelu vazi podle jeho vykonu na valida¢ni mnoziné. Modelim s lep$im vykonem je

prirazena vétsi vaha.

Stacking — Pri této metodé trénujeme vice modeld na stejné mnoziné dat a jejich predpovédi pak
pouzijeme jako vstup do nového modelu, ktery u¢ime predpovidat koneény vystup. Cilem je

naucit model kombinovat silné stranky jednotlivych modela.
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Bagging — Dalsi moznosti je trénovani na riznych podmnozinich trénovacich dat a kombinovat

jejich predikce. To méa za cil snizit rozptyl predikei a zlepsit vykonnost koneéného modelu.

Boosting — Tato metoda je zalozend na trénovani vice slabsich modeli, kdy kazdy nasledujici model
se zameéruje na priklady, které predchozi modely vyhodnotily spatné. Koneéna predpovéd je

pak vazenym prumeérem predikci vsech modeli.

V nésledujici podsekcich popisuji ndhodny les (kapitola 6.3.1) jako typického zastupce bagging
metody a déle za boosting techniky zminuji gradientni boosting (kapitola 6.3.2), Light GBM (ka-
pitola 6.3.3) a XGBoost (kapitola 6.3.4). Existujici ale i dalsi populdrni metody jako naptiklad
AdaBoost a CatBoost.

6.3.1 Random forest

Néhodny les [3], anglicky random forest (RF), je skupinou velkého mnozstvi rozhodovacich stromi,
zminénych v predchozi sekci (6.2). Pri klasifikaci je vystupem tiida vybrand prevazujici vétSinou
stromi. Nahodné lesy jsou obecné presnéjsi nez rozhodovaci stromy, protoze nejsou nachylné na
preuceni. Nevyhodou je vétsi vypocetni naro¢nost, nebot je pracovano s velkym mnozstvim rozho-
dovacich stromii.

Proces klasifikace pfehledné ilustruje diagram 6.2.

Random Forest Simplified

Instance
Random Forest _,_,,—-"’ ,f e
T
} N
f(i P
Fa \\ \
dboboo o baboc dbdddodd
Tree-2 Tree-n
Class-A Class-B Class-B

l Majority-Voting ]

Final-Class

Obrazek 6.2: Ndhodny les [5]

6.3.2 Gradient boosting

Gradient boosting (GBM) [3] metoda iterativné vytvari mnozstvi rozhodovacich stromi, kdy kazdy
nasledujici se snazi opravit chyby predchoziho stromu. V kazdé iteraci je natrénovan novy roz-
hodovaci strom tak, aby odpovidal zdpornému gradientu ztratové funkce vzhledem k predikcim

predchoziho stromu. Vysledna predikce je sumou predikei jednotlivych stromi.
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6.3.3 LightGBM

Light GBM [6] je postaven na podobnych principech jako ostatni gradient boosting frameworky, ale
prinasi nékolik inovaci v algoritmu uceni. Zasadni zména spociva ve vyuziti techniky zalozené na
histogramech, kterd umoznuje rychlejsi a efektivnéjsi trénovani modeli. Mezi dalsi vyhody patii
efektivni sprava paméti a umoznéni paralelniho zpracovani na vice jadrech, pripadné ve vypocetnim

clusteru.

6.3.4 XGBoost

XGBoost (Extreme Gradient Boosting) [7] vylepsuje zakladni princip gradient boostingu tim, zZe
pouziva regularizaci pro omezovani pretrénovani, optimalizuje vahy a vyuziva distribuovaného zpra-
covani pro zrychleni trénovani. Kromé toho XGBoost umoziuje pfizptisobeni rtiznych ztratovych

funkeci a nastaveni vlastnich kritérii pro optimalizaci modelu.

Celkové se XGBoost stal oblibenou volbou pro tlohy strojového uceni diky vysoké presnosti,
kratké dobé trénovani a skdlovatelnosti. Vyuzivd se v mnoha aplikacich, véetné doporucovacich

systému, klasifikace obrazku a zpracovani prirozeného jazyka.

6.4 Naive Bayes

Naivni Bayesovsky klasifikdtor [3] patii do skupiny jednoduchych pravdépodobnostnich klasifika-
toru, které jsou zalozeny na Bayesové vété. Ta 1iké, ze pravdépodobnost podminénd na pozorovani
(napr. vyskytu urcitého slova v textu) lze vypocitat jako soucin pravdépodobnosti tohoto jevu a

pravdépodobnost podminénou na pozorovani vzhledem k jinému jevu.

6.5 Algoritmus k-nejblizSich sousedii

Algoritmus k-nejblizsich sousedu [3], anglicky k-nearest neighbors (KNN) je jednoduchy algoritmus
pro strojové uceni s ucitelem. Zékladnim predpokladem algoritmu je, Ze podobné entity se vyskytuji
v tésné blizkosti. Na zakladé vypoctu vzdalenosti mezi dvéma body v grafu muzeme urcit jejich

podobnost.

Mezi hlavni vyhody patii jednoduchost implementace. Zaroven v této metodé neni nutné ladit
mnozstvi parametri. Algoritmus je mozny vyuzit ke klasifikaci, regresi a vyhledavani podobnych

entit. Nevyhodou napf. je, ze s rostoucim objemem dat se algoritmus vyrazné zpomaluje.
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Obréazek 6.3: Algoritmus k-nejblizsich sousedu [8]

6.6 Support vector machines

Metoda podpurnych vektoru [3] neboli support vector machines (SVM) je jedna z metod strojového
uceni s ucitelem. Zékladem je linedrni klasifikdtor a trénovaci data rozdélend do dvou tiid. SVM
mapuje trénovaci data na body v prostoru tak, aby se maximalizovala sitka mezery mezi témito

kategoriemi. Na popis pak stac¢i pouze body lezici na okraji, které nazyvame jako podpurné vektory.
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2 “

/
/

A
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787 1

Obréazek 6.4: Support vector machines [9]

6.7 Neuronové sité

Pro pochopeni smyslu vyuziti neuronovych siti, anglicky artificial neural networks (ANN), je za-
potiebi si vysvétlit zakladni pojmy, princip fungovani umélého neuronu a zpusob jeho zapojeni do

sité.

29



Tabulka 6.1: Aktivacni funkce

Funkce Matematické vyjadieni
Sigmoida flx) = 1+i—x
Hyperbolicky tangens f(x) = tanh(x)
Gaussova funkce flz) =

0, =<0,
Jednotkovy skok (Heavisideova funkce) f(z) = { .

1, >0,

ReLU f(x) = max(0, )
(1) = <cxp(@i)

Softmax fi(z) = S, conley)

Umély neuron je zédkladnim stavebnim kamenem neuronové sité. Byl vytvoren jako zjednoduseny
model biologického neuronu. Jeho zakladnim tkolem je vytvaret vystupni signal na zakladé vstup-
niho potencialu, ktery je urc¢en sumou ohodnocenych prichozich signali, aktivacni funkci a prahem.
Neuron muze mit N vstupt a pouze jeden vystup. Kazdy vstup neuronu je ohodnocen vahou, ktera
se na poc¢atku nastavi na uréitou hodnotu (napf. ndhodné nebo pomoci funkce) a postupné se méni
v prubéhu trénovani.

K sumé ohodnocenych vah je poté pricten bias a vysledek je transformovan pomoci aktivacni
funkce. Bias umoznuje posunout aktivacni funkci na x-ové ose. Mezi nejpouzivanéjsi patii aktivacni
funkce zminéné v tabulce 6.1, pricemz v této praci byly vyuzity nejcastéji funkce ReLLU a softmax.

Perceptron je nejjednodussim modelem doptredné neuronové sité (anglicky feedforward neural
network) a sklada se pouze z jednoho neuronu. Zasadnim omezenim je jeho pouziti pouze na mnoziny,
které jsou linedrné separovatelné. Vyuziva se tedy jako linedrni klasifikdtor.
tlohy tedy bylo navrzeno propojit vice neuroni do vrstev pomoci synapsi. Vrstvy téchto siti 1ze

rozdélit do zakladnich kategorii podle typu pouzité vrstvy:

e Vstupni vrstva je vzdy prvni vrstvou starajici se o prijem informaci. Obvykle jsou aktivacéni
funkci vstupy normalizovany v mezich limitnich hodnot aktivac¢nich funkci. Pocet vstupnich

neuronu odpovida dimenzi vstupniho vektoru.

o Skryté vrstvy se vyskytuji v poctu 1 az N vrstev. Lze ale také uvazovat o neuronové siti bez

skrytych vrstev.

e Vystupni vrstva vytvori vystupni produkt neuronové sité jako vysledek zpracovani vstupnich
dat predeslymi vrstvami. Poc¢et neuront ve vystupni vrstvé bézné odpovida poctu klasifiko-

vanych trid.

Vsechny vrstvy jsou tzv. fully connected, coz znamend, ze vSechny neurony v urcité vrstvé jsou

propojeny se vsemi neurony v predchozi i nasledujici vrstve.
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Backpropagation neboli algoritmus zpétného sireni chyby je metodou uceni neuronovych siti.
Vyuziva se k trénovani vicevrstvych neuronovych siti pii uéeni s uéitelem, tedy na dvojicich vstup-
nich objektt a pozadovanych vystupu. Kvalita neuronové sité je popsana chybovou funkci a cilem
této metody gradientniho sestupu je minimalizovat chybovou funkci. PTi trénovani dochazi ke zméné

vah vstuptl neuront.

6.8 Konvoluéni neuronova sit

Konvoluéni neuronové sité (CNN) jsou typem neuronovych siti navrzenych specidlné pro ulohy
zpracovani obrazu. Zakladem jsou konvoluc¢ni vrstvy, které umoznuji efektivni extrakci vlastnosti ze

vstupnich obrazovych dat.

Kazda konvolucni vrstva se skldda ze sady filtri, které jsou aplikovany na vstupni obraz pomoci
operace konvoluce. Filtry se sklddaji z matice vah, které se postupné posouvaji po obraze a vytvari
jednu vystupni hodnotu. Konvolu¢ni vrstva produkuje tzv. priznakové mapy, které zachycuji rizné
vlastnosti vstupniho obrazu jako jsou hrany, rohy, tvary, textury apod.

Konvolué¢ni sité se nejcastéji vyuzivaji pro klasifikaci obrazovych dat a rozpoznavani objekti v

obraze. Lze je ale také vyuzit i ke zpracovani textovych dat.

6.9 Rekurentni neuronova sit

Rekurentni neuronové sité (RNN) jsou specidlni architekturou neuronovych siti, kterd umoznuje
pracovat se sekvencemi dat jako jsou napiiklad casové rady, textova data, zvukové zdznamy apod.
Jednou z nejvyznamnéjsich vlastnosti je jejich schopnost pracovat s proménlivou délkou vstupni

sekvence.

Tyto sité se skladaji z jedné nebo vice rekurentnich vrstev. Kazda vrstva se sklada ze sady
neuront, které jsou vzajemné propojeny ve smycce. Jednotlivé neurony prijimaji na vstupu vystup
z predchozich krokt zpracovani vstupni sekvence a vstup v aktudlnim casovém kroku. Déle vytvari
vystup, ktery predavaji do dalsiho ¢asového kroku.

Rekurentni sité se nejc¢astéji vyuzivaji pro zpracovani ¢asové proménnych systémi, tedy napft.
zpracovani prirozeného jazyka, predikce ¢asovych Tad, Fizeni procesi, rozpoznavani reci, detekce
anomalii v sitovém provozu apod.

Existuje nékolik variant rekurentnich siti, z nichz mezi nejznaméjsi patii LSTM (kapitola 6.9.1)
a GRU (kapitola 6.9.2). Jednotlivé architektury obsahuji dalsi mechanismy, které jim umoznuje
selektivné uchovavat nebo zapominat informace z predchozich ¢asovych krokt, coz pomaha zlepsit

schopnost zpracovavat dlouhodobé zavislosti v datech.
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Obrazek 6.5: Ukdzka RNN (vlevo), LSTM (uprostied) a GRU (vpravo) buriky [10]

6.9.1 LSTM

Long short-term memory (LSTM) je specidlni druh zpétnovazebnich neuronovych siti. Navrzeny
byly tak, aby prekonaly tzn. vanishing gradient problém, ktery komplikuje uceni dlouhodobych

zavislosti.

6.9.2 GRU

Gated recurrent unit (GRU) je dal$im typem rekurentni neuronové sité, kterda byla navrzena pro
zlepseni tradi¢nich rekurentnich siti. Stejné jako u LSTM se i u GRU fesi problém se ztratou
informace v pribéhu c¢asu a vyuzivaji se mechanismy pro zlepseni uceni dlouhodobych zavislosti.
GRU bunky oproti LSTM obsahuji méné parametri, a tedy se rychleji trénuji s potfebou mensiho

mnozstvi paméti.

6.10 Autoencoder

Autoenkodéry jsou neuronové sité, které se bézné vyuzivaji v tilohach uceni bez ucitele, coz zahrnuje
naptiklad kompresi dat nebo odstranéni sSumu. Lze je vSak pouzit i v tlohach uceni s ucitelem, a to
vcetné uloh jako je klasifikace textu.

Skladaji se ze dvou hlavnich ¢asti: encoder a decoder. Enkodér zpracovava vstupni data a vytvari
z nich komprimované reprezentace. Dekodér pak prijima tyto informace jako vstupy a snazi se
rekonstruovat data zpét do puvodni dimenze.

V klasifikac¢nich tlohach lze autoenkodéry vyuzit k uceni komprimovanych reprezentaci texto-
vych vstupt, které lze poté predat klasifikatoru. Tento proces zahrnuje trénovani autoenkodéru na
souboru dat vstupnich textd a naslednou extrakci komprimovanych reprezentaci. Ty lze poté vyuzit
jako vstupni vektor priznaku pro bézné klasifikatory.

Autoenkodéry zahrnuji nékolik metod, pricemz mezi nejznaméjsi patii varia¢ni autoenkodér
(VAE), konvoluéni autoenkodér (CAE) a rekurentni autoenkodér (RAE).
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6.11 Transformer

Transformer modely jsou zaloZeny na architektuie sité, ktera se stala velmi populdrni pro zpracovani
prirozeného jazyka a strojovy preklad. Tyto modely jsou schopné se ucit kontextovou zavislost a
vztahy mezi slovy nebo tokem dat vstupujicim do sité, coz umozinuje dosdhnout lepsi presnosti.

Architektura se skldda ze dvou zakladnich blokt, zvanych encoder a decoder. Kodér prijima
posloupnost vstupnich tokenti a vytvari vektorovou reprezentaci celé posloupnosti o pevné délce.
Dekodér prevezme tuto reprezentaci a vygeneruje novou posloupnost tokent.

Klic¢ovou inovaci architektury transformeru je attention mechanism neboli mechanismus pozor-
nosti. Ten umoznuje siti se zamérit na rizné ¢asti vstupni sekvence béhem generovani vystupu. V
mechanismu se kazdy token porovnava se vSemi ostatnimi vstupnimi tokeny tak, aby se urcila jeho
relativni dtlezitost.

Mezi znamé priklady modeli zalozenych na architektuie transformer patii napriklad BERT
(kapitola 6.11.1), GPT (kapitola 6.11.2) a T5.

6.11.1 BERT

Bidirectional Encoder Representations from Transformers (BERT) je jeden z nejznaméjsich a nej-
Google v roce 2018 a od té doby se stal jednim z nejpouzivanéjsich nastroji pro feseni tloh v
oblasti zpracovani pfirozeného jazyka.

Névrh spociva v predtrénovani z neanotovaného textu s vyuzitim levého i pravého kontextu ve
vSech vrstvach. To znamend, ze BERT dokaze zachytit kontext a vyznam slov ve vété na zakladé
slov, ktera nasleduji pred a za ni.

Model vyuziva velkého mnozstvi trénovacich dat a natrénuje model tak, aby dokazal generovat
vektorové reprezentace slov, vét a celych dokumenti. Tyto reprezentace pak mohou byt vyuzity pro

ruzné ulohy jako napriklad klasifikace, extrakce informaci, preklad a dalsi.

6.11.2 GPT

Generative Pre-trained Transformer (GPT) je skupina predtrénovanych modeli zaloZenych na ar-
chitektufe transformer, vyvinutych spole¢nosti OpenAl. Tyto modely jsou urceny pro zpracovani
prirozeného jazyka a umoznuji generovani textu, strojovy preklad, odpovidani na otdzky a dalsi
ulohy v této oblasti.

Model je predtrénovan na velkém mnozstvi textovych dat pomoci metody uéeni bez ucitele, kterd
se nazyva predtrénovani. Béhem predtrénovani se model uc¢i predpovidat dalsi slovo v sekvenci textu
na zakladé pfedchozich slov. Tento krok umozinuje modelu naucit se obecné jazykové vzory a vztahy.

Mezi zndmé modely patii GPT-2, jehoz predtrénovani bylo provedeno s pouzitim rozsahlé sady

internetovych dat. Celkem bylo vyuzito vice nez 45 terabajti textovych dat. Model dokaze generovat
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souvislé a kontextové relevantni véty. Umoznéni generovani realisticky vypadajiciho textu vedlo k
obavam ze zneuziti ke generovani falesnych zprav a vytvareni deepfake obsahu.
Verze GPT-3 je jednim z nejmodernéjsich jazykovych model. Jedna se o dosud nejvétsi a
nejvykonnéjsi jazykovy model s vice nez 175 miliardami parametria. Dokéaze generovat vysoce kvalitni
V nedévné dobé byla uvedena verze GPT-4, nicméné bohuzel k tomuto modelu v tuto chvili
existuje vefejné jen velmi malo dostupnych informaci. Jedinou konkrétni informaci, kterou se mi
podafilo dohledat je priblizné cena trénovani modelu, kterd se odhaduje v pfepocétu na vice nez 2

miliardy ceskych korun.
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Kapitola 7

Evaluace modelu

Evaluace modelu [3] strojového uceni je nezbytny krok k urceni jejich vykonnosti a vybéru nejvhod-
néjstho modelu pro danou tlohu. Oznacuje proces, ve kterém se model testuje na novych, dosud
nevidénych datech, aby se ovérilo, jak dobfe funguje v praxi. K vyhodnoceni se vyuziva sada metrik

v zavislosti na dané tloze.

7.1 Kvrizova validace

K¥izové validace [3], anglicky cross validation je technika, kterd se vyuziva pti procesu vyhodnoco-
vani kvality modelt. Jejim tikolem je rozdéleni datové sady na nékolik rizné velkych casti, které se

zvlast vyuzivaji k uceni modelu a vyhodnocovani vysledki.

7.1.1 Rozdéleni na trénovaci/valida¢ni/testovaci sadu

Existuje nékolik typu kiizové validace, z nichz nejbéZnéjsi zahrnuje rozdéleni datové sady [3] na
trénovaci, valida¢ni a testovaci mnozinu.

Trénovaci data obvykle tvori nejvétsi ¢ast datové sady a slouzi k u¢eni modelu, pripadné adaptaci
vah v neuronové siti. Valida¢ni mnozina se vyuziva k ladéni hyperparametri a sledovani vykonu
béhem trénovani modelu. Posledni ¢ast se nazyva testovaci mnozinou a slouzi k méteni kvality
predikci vysledného modelu, zjisténi, zda model dobre generalizuje na nova data a k celkovému

vyhodnoceni vykonu findlniho modelu.

Postup vyvoje modelu prehledné ilustruje diagram 7.1.
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Obrazek 7.1: Grid Search Workflow [11]

7.1.2 Rozdéleni na trénovaci/testovaci sadu

Data lze také rozdélit i jen na trénovaci a testovaci mnozinu. V takovém piipadé se testovaci sada
vyuzivd i k ladéni hyperparametri a muze timto lehce dojit k tniku dat testovaci mnoziny. Du-
sledkem této chyby je, ze hodnota vysledné metriky nemusi byt kvalitni informaci, jak dobie model

funguje na dosud nevidénych datech.

7.1.3 k-fold cross-validation

K-fold cross-validation [3] je technika zahrnujici opakované rozdéleni dostupnych dat na k stejné
velkych podmnozin. Postupnym opakovanim k¥izové validace pomahame snizit variabilitu odhadu
vykonnosti modelu tim, Ze se postupné pro trénovani, validaci i testovani pouziji vSechna dostupna
data. Zaroven je tato technika vhodnéa, pokud je dataset prilis maly a soucasné se zabranuje over-
fittingu.

Proces opakovaného déleni datasetu prehledné ilustruje diagram 7.2.
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Obrazek 7.2: Grid Search Cross Validation [12]

7.1.4 Stratified k-fold cross-validation

Techniku kiizové validace lze dale rozsitit o stratifikaci [13], kterd zajistuje, aby se v kazdé mnoziné
zachoval priblizné stejny pomér poctu vzora jednotlivych tiid. Toho se vyuziva zejména pokud je
datova sada nevyvazena.

7.2 Evaluacni metriky

V zavislosti na typu tlohy a charakteristikach datové sady existuje mnozstvi vhodnych evalua¢nich
metrik. Konkrétné pro klasifikaci jsou obecné povazovany za vhodné metriky accuracy (kapitola
7.2.1), precision (kapitola 7.2.2), recall (kapitola 7.2.3) a F1 score (kapitola 7.2.4). Pro podrobnéjsi
vyhodnoceni aspésnosti klasifikace do jednotlivych t¥id se vyuziva confusion matrix (kapitola 7.2.5).

Méreni vysledku binarnich klasifikac¢nich tloh se popisuje 4 hodnotami:
TP — true positive (pocet spravné predikovanych pozitivnich pfipadi)
FP — false positive (pocet Spatné predikovanych pozitivnich pripadi)
FN - false negative (pocet Spatné predikovanych negativnich pfipadir)
TN - true negative (pocet spravné predikovanych negativnich pripadi)
V pripadé klasifikace do vice tiid mnozstvi vystupnich hodnot kvadraticky roste.
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7.2.1 Accuracy

Ptresnost, anglicky accuracy, je bézné vyuzivanou metrikou pro klasifikac¢ni tlohy. Méfi podil sprav-
nych predikci oproti celkovému poctu vzorkt.

Ackoli mize byt uzite¢nou metrikou, neni vzdy tou nejlepsi. Zejména pokud jsou tiidy nevyva-
zené nebo se jedna o specifickou tlohu, kde je rizny dopad falesné pozitivnich a faleSné negativnich
vysledku predikce, coz nastava naptiklad v loze detekce nemoci nebo poruch.

Matematicky zapis je uveden v rovnici 7.1.

TP + TN
TP + TN+ FP + FN

(7.1)

accuracy =

7.2.2 Precision

Preciznost, anglicky precision, je méreni procenta spravné predpovézenych pozitivnich vzorkt oproti
vsem pripadtim, které byly klasifikovany jako pozitivni. Jinymi slovy méri, jak presné jsou pozitivni

predikce modelu. Matematické vyjadieni je uvedeno v rovnici 7.2.

TP

TP + FP (72)

precision =

7.2.3 Recall

Uplnost, anglicky recall, je zpétna vazba, kterd méri procento skute¢né pozitivnich piipadu, které

model spravné identifikoval. Matematicky zapis je uveden v rovnici 7.3.

TP
recall = m (73)

7.2.4 F1 score

F1 skére je objektivnim méritkem presnosti modelu. Metrika se definuje jako harmonicky prameér

presnosti a tplnosti. Matematicky zapis je uveden v rovnici 7.4.

2 X precision X recall

F1 score = (7.4)

precision + recall

7.2.5 Confusion matrix

Matice zamény, anglicky confusion matriz, se vyuziva k porovnani predikovanych t¥id oproti sku-

te¢nym hodnotam v souboru dat. Z hodnot v tabulce je poté mozné vypocitat dalsi metriky.
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Kapitola 8

Provedené experimenty

Jako nejdulezitéjsi cast této prace lze povazovat vlastni experimentovani s uvedenymi technikami a

modely.

Zdrojem dat pro vSechny experimenty byla pfedzpracovand data WikiCFP, kterda obsahovala
56599 zaznamu z puvodné stazenych 94270 stranek. Zbylych 37671 zdznami neobsahovalo zadné
kategorie nebo byly zarazeny do kategorie, kterd nebyla optimalizovana. Kazdy zdznam v datové

sadé obsahuje pravé jednu z 10 kategorickych stitki.

Dataset byl rozdélen v poméru 80:20 na trénovaci a testovaci sadu. Z dostupnych atributt byl
vyuzit titulek CFP, nebot je na rozdil od popisku vzdy vyplnén. V navazujicich experimentech bylo
odzkouseno mnozstvi modela a jejich architektur. Vybér byl proveden tak, aby pokryl postupné

vsechny oblasti od linedrnich modelt az po nejnovéjsi modely s neuronovymi sitémi.

7 kazdého testovaného modelu byl vybran zastupce s hyperparametry, pti kterych mél model
nejvyssi F1 skore. To taky povazuji za klicovou metriku vzhledem k distribuci t¥id v datové sadé. V
tabulkach jsou déale uvedeny i ostatni metriky. Doba trénovani a testovani neni u model uvedena,
nebot to zaviselo na dostupnych kapacitach a jejich aktualnim vyuziti. Zmérené casy slouzily pouze k
orientacnimu hodnoceni. Detaily experimentii lze vSak dohledat v pfilozeném souboru se zdrojovym

kédem vsech experiment.

8.1 Doc2Vec + baseline modely

Prvni experiment se tykal linedrnich modeli, které byly zvoleny jako tzv. baseline. Oproti pt-
vodnimu planu se metoda rozsitila o dalsi pokusy, nebot jejich implementace byla soucasti stejné

knihovny a pouzivaly stejné API. Ve vSech pokusech byla vyuzita metoda Doc2Vec.
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Tabulka 8.1: Vysledky experimentii s baseline modely

Trénovaci data

Testovaci data

Nézev modelu Accuracy Accuracy Precision Recall F1 score
Logisticka regrese 52,28 45,63 46,72 38,41 40,46
Rozhodovaci strom 61,73 26,53 20,50 19,03 19,47
Gaussian Naive Bayes 38,99 38,29 41,38 31,38 31,38
Bernoulli Naive Bayes 41,08 36,62 36,23 24,58 25,73
SVM 68,78 50,72 64,45 38,02 44,26
KNN 100,00 52,96 48,86 48,64 48,71
_business - 228 19 20 23 17 243 16 54 24 55
N 2000
_communications - 13 325 23 34 16 255 27 60 5 37
_computing - 7 17 138 21 3 154 3 30 1 30
_environment- 26 52 56 284 57 399 12 48 13 57 1500
_health- 14 25 23 71 532 648 11 63 11 31
_machine_learning - 38 125 115 99 110 81 193 29 224 - 1000
_media- 13 25 9 9 13 220 176 26 22 48
_security - 11 52 34 14 16 166 4 406 4 49 | 00
_social - 53 17 12 23 31 272 48 42 162 35
_software - 22 45 55 41 25 412 19 76 5 378
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Obrazek 8.1: Confusion matrix pro logistickou regresi

7 experimentu uvedenych v tabulce 8.1 lze vycist, ze nejlépe dopadl model KNN. Metoda také

vynikala i v rychlosti trénovani oproti SVM, ktera byla jako druha a s mnohem delsi dobou trénovani.
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8.2 Doc2Vec + ensemble techniky

Druhou kapitolou byly metody zalozené na spojeni nékolika slabsich modeld, tzv. ensemble. Jako

prvni za kategorii bagging byl vybran random forest nasledovany nékolika boosting metodami.

Tabulka 8.2: Vysledky experimentti s ensemble technikami

Trénovaci data Testovaci data
Néazev modelu Accuracy Accuracy Precision Recall F1 score
Random forest 100,00 42,37 60,16 26,31 30,61
AdaBoost 47,88 37,65 36,08 30,26 30,84
Gradient boosting 62,85 44,67 46,22 34,78 37,76
Histogram-based gradient boosting 73,53 46,04 50,19 35,83 39,65
XGBoost 100,00 49,16 53,89 38,87 42,94
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Obrazek 8.2: Confusion matrix pro XGBoost

Vysledky testovanych ensemble technik v tabulce 8.2 nejsou nijak pfekvapivé a odpovidaji mému
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ocekavani. Zminim zde akorat vyssi vypocetni narocnost. Zajimavosti XGBoost metody byla jeji
efektivni paralelizace. Implementace dokazala natrénovat model béhem jednotek minut s vyuzitim
vsech dostupnych CPU vlaken. Celkové tak spotiebovany procesorovy c¢as u jednoho experimentu

se pohyboval i pres 48 hodin, coz je vidét z anotaci u spousténych bunék v prilozeném souboru.

7 ptilozeného obrazku 3 lze zietelné vidét vyuziti dostupnych prostredkt na serveru argexps.

Bez tohoto vypocetniho stroje by experimenty nebylo mozné provést.

8.3 Vlastni vektorizace + RNN

Na zavér byly vybrany neuronové sité, a to konkrétné typ s rekurentnimi vrstvami. Vyuzity model
byl zaloZzen na jedné LSTM vrstvé a jedné navazujici GRU vrstvé. Neuronova sif byla vyuzita s

kombinaci nékolika technik vektorovych reprezentaci textu.

Tabulka 8.3: Vysledky experimentt s rekurentnimi neuronovymi sitémi

Trénovaci data Testovaci data
Nézev modelu Accuracy Accuracy Precision Recall F1 score
Vlastni vektorizace + RNN 83,87 72,41 70,32 67,81 68,82
GloVe + RNN 72,84 70,97 68,12 67,36 67,43
Doc2Vec + RNN 60,79 49,81 50,85 41,68 43,80
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Obrazek 8.3: Confusion matrix pro RNN model s vlastni vektorizaci

Celkové model s vlastni vektoriza¢ni vrstvou vychéazel velmi dobie pri porovnani s predchozimi
experimenty. Obdobné s pozitivnim vysledkem dopadl i stejny model s GloVe embeddingy. Pro-
blematickou kategorii se stala akorat skupina ,machine learning” ¢asto zaménovana se ,software*.
Ostatni kategorie nebyly Spatné klasifikovany ve vétsim mnozstvi ptipadt. Prekvapivym zklamanim
se stala celkové Doc2Vec vektorizace, se kterou se na zakladé vysledki experimentt nepodarilo vy-
tvorit kvalitni embeddingy. To mtze byt zptisobeno nedostatkem trénovacich dat, spatnou volbou

hyperparametri, nevhodnym predzpracovanim dat zptusobujici Sum v datech a nebo jejich kombi-

naci.

7 predchozich zkusSenosti z predmétu deep learning bylo ocekavané, ze velkd snaha o tuning
hyperparametrii nepovede k zasadnimu zlepseni u tohoto typu sité, a proto jsem spise vyuzival

empiricky zvolené hyperparametry v uvedenych experimentech.

8.4 BERT (Hugging Face)

Za skupinu state-of-the-art modelt byl zvolen predtrénovany transformer model BERT.
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Tabulka 8.4: Experimentalni vysledky

Trénovaci data

Testovaci data

Nézev modelu Accuracy Accuracy Precision Recall F1 score
BERT 59,88 60,20 61,57 52,95 55,09
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Obréazek 8.4: Confusion matrix pro BERT model

Vysledky jsem bohuzel oc¢ekaval u tohoto modelu mnohem lepsi, nicméné zustava zde prostor k

mirnému zlepseni. Je zajimavou ndhodou, ze model mél na testovaci mnoziné mirné lepsi hodnotu

accuracy.

8.5 Shrnuti

V této casti bych rad shrnul provedené experimenty. Pro testovani modeli nebyla vyuzita k-fold cross
validation z divodu vétsi ¢asové narocnosti, kterda by vzhledem k povaze tlohy neprinasela zasadné

presnéjsi vystupy. V confusion matrices si miizeme vsimnout podtrzitka na zacatku kategorie, to

oznacuje pouze sloucené kategorie a zabranuje tak zadmeéné s ptivodnimi kategoriemi.

44



Modely byly posuzovany zejména podle hodnoty F1 skore, ale také podle ¢asu trénovani a in-
ference na testovaci sadé, dale vypocetni narocnosti modelu, a to véetné moznosti akcelerace ¢i
paralelizace. Po zhodnoceni vSech aspekti se nejvykonnéjsim modelem stal RNN s vlastni vektori-
zaci, ktery dosdhl na F1 skére s hodnotou 68,82 %.
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Kapitola 9

Webova aplikace

Webova aplikace byla realizovana ve formé MVP slouzici i¢elu demonstrace nejlepstho modelu z
kapitoly 8. Vybranym modelem, kterym se stal RNN s vlastni vektorizaci, byla klasifikovina CFP
data a vysledky zaindexovany v Elasticsearch databézi.

Aplikace podporuje bézné fulltextové vyhledavani s podporou vsech dostupnych atributi. Pro
doporucovani relevantnich konferenci bylo vyuzito metody agregace vystupu fulltextového vyhleda-
vani, kdy na zakladé klasifikovanych trid byly vybrany podobné konference. Ty jsou dale filtrovany
tak, aby se zobrazily pouze nadchazeni konference sefazené od nejblizsich dle data konani.

Vysledna aplikace byla vytvorena hlavné diky knihovny Streamlit popsané v kapitole 10.2.11.
Funkéni aplikaci jsem za téelem umoznéni testovani zvefejnil'. Pro uvedenou doménu byl také
vygenerovan Let’s Encrypt certifikdt. Cela aplikace je provozovana uvniti Docker kontejneru na

virtudlnim serveru, ktery je soucasti virtualizacni platformy VMware vSphere.

CFP Search

Enter your search query:

Streamlit

Obrazek 9.1: Uzivatelské rozhrani

"https://demo.ing.marekhanus.cz/
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Kapitola 10

Vyuzité technologie

vvvvv

diplomové prace. Prevazna ¢ast reserse a vyvoje aplikaci byla realizovana v programovacim jazyce
Python s vyuzitim mnozstvi knihoven pro zjednoduseni prace a samostatnych databazi pro ukladani
dat. U nékterych technologii také zhodnocuji i nalezena pozitiva a negativa.

Celou sadu néastroju pro vytvoreni aplikace, od programovaciho jazyka, pres pouzité frameworky,
databaze a dalsi nastroje, lze také nazvat jako tech stack. Funkéni a spolehlivé vyvojové prostredi

je velmi dilezité, nebot zasadné ovliviiuje efektivitu prace.

10.1 Docker

Docker je populdarni platforma pro vytvareni, prenaSeni a zajisténi provozu spusténych aplikaci.
Umoznuje uzaviit sestavenou aplikaci se vsemi jejimi zavislostmi do tzv. kontejneru, ktery 1ze snadno
sdilet a provozovat na libovolné platformé podporujici technologii Docker. Vsechny souc¢asti mnou
vytvorené aplikace jsou provozovany na této platformé a timto umoznuji uzivatelim velice jedno-
duse zprovoznit celou aplikaci s pomoci dostupnych zdrojovych kédu a predem vytvorenych obrazu

publikovanych na portalu Docker Hub!.

10.1.1 Docker Compose

Soucasti platformy Docker je sada nastrojt pro spravu kontejnert. Mezi né patii i Docker Compose,
ktery slouzi ke spravé aplikaci slozenych z vice kontejnert. V souboru standardné nazvaném docker-
compose.yml se definuji jednotlivé sluzby, jejich ulozisté a sifové propojeni ¢imz se vytvori vysledna
aplikace. Umoznuje timto administratortim spravovat infrastrukturu ve zdrojovém kédu, anglicky
se tento zplisob nazyva infrastructure as code. Timto lze spoustét celé aplikace s pomoci jediného

prikazu na jakékoliv platformé. Typicky se Docker Compose vyuziva pro provoz zavislych komponent

Thttps://hub.docker.com/
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aplikace jako jsou relacni ¢i dokumentové databaze. Déle je takto mozno provozovat aplikaci, ktera

se skladé z vice mikrosluzeb, anglicky microservices.

10.2 Python

Python [14] je vysokouroviiovy interpretovany programovaci jazyk postaveny na jednoduse ¢itelné
syntaxi, kterd je vhodna i pro zacatecniky. Nejcastéji slouzi pro tvorbu webovych aplikaci, analyzu
dat a vyvoj umélych neuronovych siti. Lze jej také vyuzit pro automatiza¢ni tlohy a v pripadé
této prace pro automatické stahovani a extrakci dat z webovych stranek. Jako hlavni nevyhodu

vevs

implementaci v jazyce C+—+.

10.2.1 Project Jupyter

Jupyter [15] je uziteény softwarovy projekt, jehoz cilem je poskytnout uzivateli webové prostiedi
pro interaktivni vypocty. Uzivatel do zapisnikii, nazvanych notebooks, miize zapisovat programovaci
kéd, rovnice, vizualizace i popisny text. Casti kédu je mozné rozdélovat do bunék, které lze spoustét
jednotlivé nebo v ur¢eném pofadi. Umoznuje také integraci interaktivnich widget pro zobrazeni
slozitych a dynamickych vizualizaci. Obsah celého dokumentu lze piehledné strukturovat, ulozit
jako soubor ve formatu JSON a sdilet s dalsimi uzivateli. Pro tuto praci byl vyuzit v kombinaci s
programovacim jazykem Python, nicméné podporuje i dalsi jazyky jako napiiklad Julia a R.

Jupyter Notebook je puvodni prostiedi poskytujici zdkladni funkce vytvareni a tdpravy zapis-
niki ve webovém prohlizeci. JupyterLab je nova generace s vylepsenym uzivatelskym prostiedim a
pokroéilejsimi funkcemi. Jednd se o kompletni interaktivni vyvojové prostiedi (IDE). JupyterHub
umoznuje vice uzivatelim pracovat na jednom fyzickém prostredi, pricemz kazdému uzivateli se
vytvori samostatnd instance.

Alternativou mohou byt sluzby poskytované cloudovymi platformami, mezi které patii Google
Colaboratory? a Paperspace Gradient Notebooks?. Obé sluzby jsou oblibené diky moznosti piistupu

k bezplatnym vypocetnim zdrojim véetné akceleratoru jako jsou GPU a TPU zafizeni.

V dvodu zpracovani této prace jsem preferoval Google Colaboratory, nicméné vzhledem k opa-
kovanému prekracovani limith vyuziti bezplatnych zdrojt jsem poté zacal vyuzivat vlastni instalaci
Jupyter Notebook na sdileném fakultnim serveru. Podrobnéji vyuziti obou technologii popisuji v
sekcich 11.1 a 11.2.

2https://colab.research.google.com/
Shttps:/ /www.paperspace.com/gradient /notebooks
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10.2.2 Scrapy

Scrapy [16] je open-source framework, ktery se vyuziva k ziskdvani dat z webovych stranek. Po-
skytuje jednoduchy zpusob pro prohledavani webu, extrakci dat a jejich ukladani ve strukturované
podobé. Snadno lze takto naptiklad stahovat zpravy, informace o produktech a jejich aktudlni ceny,
pripadné zminéné Call for Papers z webovych stranek WikiCFP [17].

Framework poskytuje sadu funkci pro zjednoduseni prace s jednotlivymi webovymi boty, nazy-
vanymi web crawlers, pripadné spiders. Mezi hlavni vyhody patii podpora cookies, moznost pouziti
proxy serverti a nastaveni hodnoty user agent pro identifikaci webového klienta. Dalsi funkci je
logovani a v ptipadé chyb jsou uzite¢né néastroje pro ladéni webovych bot.

Extrahovat jednotlivé prvky z webové stranky lze pomoci selektora XPath a CSS, kterymi lze
vybrat konkrétni HTML element, piipadné atribut dle zadaného vzoru. V této praci se mi vice
osveédcily CSS selektory, a to hlavné z divodu jednoduchosti zapisu a moznosti ziskani cesty z
vyvojarskych nastroju implementovanych v prohlize¢ich rodiny Google Chrome [18]. Vystup extra-
hovanych dat lze poté ulozit v béznych formatech typu JSON, CSV, XML nebo v tomto ptipadé
do dokumentové databaze MongoDB, podrobnéji popsané v sekci 10.3.

10.2.3 Beautiful Soup

Beautiful Soup [19] je knihovna, kterd se vyuziva pro tcely web scrapingu. Umoziiuje ziskat data ze
soubortt HTML a XML pomoci objektového modelu dokumentu nazvaného DOM. Poskytuje timto
jednoduchy zpusob prochazeni stromové struktury dokumentu a vyhledavani konkrétnich HTML
tagt nebo atributt.

Bézné se Beautiful Soup vyuziva v kombinaci s knihovnou requests pro provadéni HT'TP poza-
davkua a lzml pro zpracovani XML dokumentt.

Pii provadéni extrakce dat z WikiCFP [17] jsem postupné do této knihovny prepsal skripty
pivodné napsané ve frameworku Scrapy z diivodu zjednoduseni korekei chyb. Pfi zjisténi chyby v
nékterém XPath nebo CSS pravidle bylo pivodné nutné vytézit pres 150 tisic URL adres znovu.
Proto byly HTML vystupy z knihovny requests v prvni fazi ulozeny do dokumentové databéaze a
az poté jako nasledujici se pokracovalo zpracovanim celé datové sady. Timto se vyznamné urychlilo

ziskan{ kompletnich strukturovanych informaci, a tak jsem od knihovny Scrapy tplné upustil.

10.2.4 Pandas

Pandas [20] je open-source knihovna pro manipulaci s daty a k jejich zédkladni analyze. Poskytuje
nastroje pro predzpracovani dat jako je slucovani, filtrovani, seskupovani podle zadaného klice a
pivotaci. Uzite¢né jsou také funkce pro imputaci chybéjicich dat nebo odstranéni celych zaznamu s

chybéjicimi daty.
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Sklada se z datovych struktur Series pro jednorozmérnéd data a DatakFrame pro dvourozmeérna
data. Umoznuje také pracovat s ¢asovymi rfadami. Vyuziva se proto jako univerzdlni néstroj pro
analyzu dat a strojové uceni.

P1i propojeni s knihovnami Matplotlib nebo Seaborn lze jednoduse vizualizovat data do grafa
a diagramu. Za zminku stoji jako alternativa knihovna Polars [21], kterd obsahuje optimalizované
operace na vice vlaknech, podporu SIMD instrukci a GPU akceleratort, ¢imz umoznuje efektivni

praci s rozsahlymi datasety.

10.2.5 Matplotlib, Seaborn

Matplotlib [22] je populdrni knihovna pro vizualizaci dat poskytujici Sirokou skdlu ndstroju pro
vykreslovani grafi vCetné moznosti prizptusobeni vzhledu, popiski os a legend grafu. Na tomto
zékladu je postavena i knihovna Seaborn [23] poskytujici vysokotiroviiové rozhrani pro vytvéareni
prehlednych grafti. Celkové lze Tict, ze Seaborn je bohata a flexibilni knihovna pro tvorbu estetické
grafiky. Vhodnym datovym vstupem jsou informace ulozené v datovych strukturach Pandas.

Jako alternativu lze zminit knihovnu Plotly [24] implementovanou do mnoha programovacich

jazyku.

10.2.6 NLTK

Natural Language Toolkit [25] je knihovna poskytujici prostfedky pro praci s jazykovymi daty.
Nabizi pristup k jazykovym korpusim a algoritmim pro zpracovani a analyzu dat prirozeného
jazyka.

Jednou z funkci je tokenizace pro rozdélovani textu na slova nebo fraze. Punkt Sentence Toke-
nizer slouzi k tokenizaci textu do vét. Modul obsahuje sadu pravidel pro identifikaci interpunkénich
znamének na konci véty a také sofistikovanéjsi metody pro detekci zkratek a jinych specidlnich
pripadi.

Uzite¢na je také funkce FreqDist, kterou lze vyuzit k vypocteni frekvence vyskytu slov nebo
frazi v korpusu. Vystup lze nazvat také jako Cetnost slov.

Dale NLTK obsahuje seznamy stop slov pro nékolik jazykt. Tato slova se v prirozeném jazyce
bézné vyuzivaji, ale obvykle nijak neméni vyznam vét. Béhem predzpracovani textovych dat vétsinou
dochézi k jejich odstranéni, aby se zvysila presnost jazykovych modelt vyuzitych napiiklad ke
klasifikaci textu nebo analyze sentimentu. Podrobnéji postup odstranéni stop slov popisuji v sekci
3.1.2.

Dilezitou funkei je také stematizace a lemmatizace. Knihovna obsahuje fadu metod, mezi které
patii Lancaster Stemmer, Porter Stemmer a WordNet Lemmatizer. Vyuzitym zastupcem této fady
byl nakonec vybran lemmatizér, konkrétné WordNet Lemmatizer. Vice o stematizaci a lemmatizaci

popisuji v sekcich 3.1.3 a 3.1.4.
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Mezi uzitecné funkce patii také rozpoznavani slovniho druhu (POS), pojmenovanych entit (NER),

analyza sentimentu a mnoho dalsich.

10.2.7 scikit-learn

Scikit-learn [13] je open-source knihovna pro strojové uceni, kterd poskytuje fadu algoritmia pro
klasifikaci, regresi, shlukovani a redukci dimenzionality. Obsahuje také nastroje pro predzpracovani
dat, vybér modelu a jeho vyhodnoceni.

Zakladnimi funkcemi jsou algoritmy pro strojové uceni, mezi které lze zaradit linedrni modely
(kapitola 6.1), modely zalozené na rozhodovacich stromech (kapitola 6.2), Naive Bayes (kapitola
6.4), KNN (kapitola 6.5), SVM (kapitola 6.6) a dalsi. Mezi pomocné funkce patii predzpracovani,
normalizace dat, rozdéleni datové sady, kiizova validace (kapitola 7.1) a metody pro méreni presnosti
modelu. Mezi tyto metriky patii napriklad accuracy (kapitola 7.2.1), precision (kapitola 7.2.2), recall
(kapitola 7.2.3), F1 score (kapitola 7.2.4), ROC kfivky a confusion matrix (kapitola 7.2.5).

10.2.8 Gensim

Gensim [26] je zndmou knihovnou pro zpracovani ptrirozeného jazyka. Knihovnu vytvoril v roce 2008
Gesky vyzkumnik Radim Rehtifek pfi praci na své disertacni tézi [27], ve které se zabjval detekci
plagidti. Mezi bézné uziti patii analyza podobnosti dokumentu, klasifikace textu a topic mode-
ling. Zajimavou soucasti je implementace Doc2Vec modelu pro vytvareni vektorové reprezentace
dokument, ktery podrobnéji popisuji v sekci 4.2.2. Vyhodou je efektivni sprava paméti i pii zpra-
covani velkych textovych kolekci, implementace evaluacnich metrik a podpora mnozstvi popularnich

algoritmu véetné Word2Vec modelu, ktery detailnéji popisuji v sekci 4.1.3.

10.2.9 TensorFlow

Mezi klicové technologie této prace lze zafadit framework TensorFlow [28]. Vyuziva se pro ulohy
strojového uceni. Pochézi z laboratofe vyzkumného tymu Google Brain a v roce 2015 byl i véetné
zdrojového kédu uvolnén verejnosti.

Umoznuje vytvareni a trénovani modela strojového uceni pomoci nizkoturoviiového programo-
vaciho rozhrani, ¢imz umoznuje pokrocilejsim uzivatelim vysokou flexibilitu a kontrolu nad vy-
tvarenym modelem. Obsahuje také sadu funkci pro predzpracovani dat, evaluaci modelt a néstroj
TensorBoard pro vizualizaci metrik. Dalsi vyhodou je podpora GPU a TPU akceleratorii a dale
distribuovanych vypoc¢tu na vice vypocetnich zarizenich.

Knihovna Keras [29] poskytuje vysokotroviiové rozhrani API postavené nad TensorFlow. Udelem
tohoto nastroje bylo umoznit uzivateltim za pomoci intuitivniho rozhrani rychlé vytvareni, trénovani
a experimentovani s DL modely. Pivodné byl vyvinut jako samostatnd knihovna, ale pozdéji byl
do TensorFlow integrovan. Podporuje sirokou skalu architektur neuronovych siti, a to véetné CNN,

RNN a architektury transformer.
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Za alternativu lze povazovat populdrni knihovnu PyTorch [30], kterd poskytuje obdobné uziva-
telsky privétivé API rozhrani a flexibilni nastroje pro praci s DL modely. Obé knihovny jsem za
dobu studia vyuzival. Nad vybérem idealni z nich se vedou velké debaty, nicméné mé rozhodnuti
nakonec padlo praveé pro TensorFlow-based prostiedi, a to z divodu nejvétsich zkusenosti s vyvojem
RNN na této platforme.

10.2.10 Hugging Face

Hugging Face & [31] je spolefnost zamétujici se na vyvoj néstroju pro zpracovani piirozeného
jazyka. Prispivaji k vyvoji nejmodernéjsich modeli hlubokého uceni a stoji za vytvorenim populdrni
knihovny Transformers.

Transformers [32] je open-source knihovnou poskytujici predtrénované modely a umoznuje jejich
jednoduchou integraci do stavajicich projekti. Nejcastéji se vyuziva pro analyzu sentimentu, klasi-
fikaci textu, strojovy preklad a question answering neboli zodpovidani otazek. Popularnimi modely
z architektury transformers jsou naptiklad BERT, GPT-2 v¢éetné mnozstvi jejich derivatu jako jsou
DistilBERT, RoBERTa a mnoho dalsich. Tyto modely jsou idedlni pro transfer-learning, a proto
byly nékteré vyuzity i v této praci.

Za zminku stoji i dalsi ndstroje pro NLP, mezi které patii knihovny Tokenizers, Datasets, clou-

dové platforma Hugging Face Hub a vytvofeny blog?.

10.2.11 Streamlit

Streamlit [33] je open-source knihovna pro Python, kterd slouzi k vytvafeni interaktivnich webo-
vych aplikaci. Samotna knihovna se stard o vykreslovani webovych stranek a umoznuje uzivateli se
soustifedit na logiku fungovani aplikace. Vzhledem ke stru¢né a intuitivni syntaxi je mozné napsat
celou aplikaci na par radcich kodu.

Nejcastéji se Streamlit vyuziva pri analyze dat nebo k vytvareni webového rozhrani nad DL mo-
dely. Pro svou jednoduchost si jej oblibili datovi vyzkumnici, kterym pomoci jednoduchého rozhrani
umoznuje vytvaret vizualizace dat véetné zadavani uzivatelskych vstuptu. Z téchto divodu byla také

vyuzita k realizaci POC aplikace pro demonstraci vytvorenych modeli.

10.3 MongoDB

MongoDB [34] je populdrni open-source databdzovy systém orientovany na ukladdni dokumenti.
Radi se mezi NoSQL databéze a umoziiuje vysokou flexibilitu, tedy $kélovani a rezim vysoké do-
stupnosti diky zabudovanému systému replikaci. Data se ukladaji do tzv. kolekci ve formé binarnich
JSON (BSON) dokumenti, které mohou obsahovat kromé béznych typu také bindrni data, datum,
cas i dalsi datové typy.

“https://huggingface.co/blog
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Tento databazovy systém se casto vyuziva pti zpracovani velkych objemt dat. Snadna je také
integrace do aplikaci v jazyce Python. V této praci je databédze vyuzita jako tlozisté vsech surovych
dat HTML stranek z WikiCFP, dale predzpracovanych CFP v JSON strukturach a spolec¢nych
metadat. Takovéto vyuziti lze pojmenovat jako feature store, tedy se jednd o centralni tlozisté

zpracovanych dat, kterd se vyuzivaji jako primy vstup pfi trénovani DL modeli.

10.4 Elasticsearch

Elasticsearch [35] je vyhleddvaci nastroj postaveny na platformé Lucene. Poskytuje rychlé vyhleda-
vani a moznosti skdlovani pro velké objemy dat véetné zajisténi vysoké dostupnosti. Pomoci REST
API zpristupnuje rozhrani pro indexovani a vyhledavani. Kromé zakladniho fulltextového vyhleda-
vani poskytuje i vyhledavani fasetové, geoprostorové a agregaci dat.

Obdobné i dfive zminéné MongoDB v sekci 10.3 poskytuje moznosti indexovani a vyhledavani,
nicméné Elasticsearch byl pro vyhleddvani navrzen a poskytuje mnohem robustnéjsi vyhledavaci

Vv

praci byl nastroj vyuzit pro indexaci a vyhledavani dokumentt v demonstracni aplikaci.

10.4.1 Open Distro for Elasticsearch

Za zminku také stoji ndstroj Open Distro for Elasticsearch [36], ktery obsahuje implementaci k-
NN algoritmu [37]. Diky tomu umoziuje aproximované vyhledavani na bazi vzdalenosti vektoru ve
vysokodimenziondlnich prostorech. Vyuziva se pro obrazové a textové vyhledavani, doporucovaci
systémy a k detekci anomalii.

Vstupem algoritmu jsou vysokodimenziondlni vektory, napiiklad vektorové reprezentace texti
generované DL modely. Vektorové vyhleddavani diky jiz fesenym vektorovym reprezentacim v kapi-
tole 4 by mohlo byt zajimavym rozsifenim této prace. Vyhledavani pomoci vektort do svého full-
textového vyhleddvani jiz implementovala napiiklad spolecnost Google [38] a také Cesky Seznam.cz
[39].
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Kapitola 11

Vypocetni hardware

Trénovani DL modela ¢asto vyzaduje zna¢né vyuziti vypocetnich kapacit. Jiz zminéné nejpouziva-
neéjsi frameworky TensorFlow a PyTorch v sekci 10.2.9 umoznuji provadéni matematickych vypocta
na CPU, akcelerovanych GPU i specializovanych TPU.

Nejjednodussi Teseni je vyuziti Siroce dostupnych CPU, nicméné v pripadé vétsich modeli muze
trénovani trvat prilis dlouho, a to i v piipadé rozsitené podpory vektorovych instrukci. V pripadé
GPU akceleratort se nejcastéji pouzivaji grafické karty znacky NVIDIA s vyuzitim CUDA techno-
logie, ktera poskytuje ndsobné zrychleni diky velkému mnozstvi CUDA jader.

Zajimavé moznosti nabizi specidlni TPU [40] optimalizované pro trénovani neuronovych siti.
Zarizeni TPU nabizi cloudové feseni od Google a také je mozné jej vyzkouset na platformé Google

Colaboratory.

11.1 Google Colaboratory

Google Colaboratory!, zkricené také Google Colab, je bezplatni cloudové sluzba od spole¢nosti
Google, ktera poskytuje uzivatelim pristup k prostredi zalozeném na platformé Jupyter. Umoznuje
pripojeni ke GPU a TPU instancim, a proto se stala oblibenym ndastrojem pro strojové uceni a
datovou analyzu. Poskytuje predinstalované balicky NumPy, Pandas, Matplotlib, scikit-learn, Ten-
sorFlow, PyTorch a mnoho dalsich.

Zasadni vyhoda spociva v jednoduchosti pouziti ve webovém prohlizeci bez nutnosti instalovat
jakykoliv dalsi software. Mezi nevyhody patii omezeni pristupu k bezplatnym instancim a limity
dostupnych kapacit paméti. V placenych verzich Google nabizi vykonnéjsi instance, nicméné i tak
jsou parametry dle mého nézoru dost omezené napriklad v neumoznéni dalstho navysSeni paméti a

nedostupnosti prostiedi s vice GPU.

Thttps://colab.research.google.com/
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Existuje mnozstvi obdobnych sluzeb, z nichz nejpopuldrnéjsimi jsou Paperspace Gradient No-
tebooks?, Kaggle Code?® a Databricks Notebooks®.

11.2 Vypocetni server na FEI (argexpr3)

V zavéru zpracovani této prace jsem dostal zajimavou prilezitost, a to pfistup k vypocetnimu ser-
veru argexprd umisténému v serverovné katedry informatiky. Jedna se o tizasny kousek hardware s
extrémnimi kapacitami uréeny primarné pro bioinformatické vypocty. Jedna se o typ HPE Super-
dome Flex Server [41] v konfiguraci s 20 procesory Intel Xeon Gold 6154 s taktem 3,7 GHz; 120
moduly operac¢nich paméti DDR4 s kapacitou 64 GB a 2 grafickymi kartami NVIDIA Tesla V100

PClIe 32GB. Nicméné uvedené kapacity nejsou maximem, které tato platforma od HPE podporuje.

Navyseni vypocetnich kapacit umoznilo testovani velkych modelt zalozenych na transformer
architekture. Tyto modely nebylo mozné nacist na bezplatnych sluzbach jako je Google Colabora-
tory, pripadné jejich pouziti bylo velmi komplikované z divodu omezenych kapacit paméti. Navic v
posledni dobé postupné nartsta mnozstvi dostupnych modela vyzadujici vice VRAM paméti, nez

kolik obsahuji nejnovéjsi grafické karty dostupné pro bézné spotiebitele.

Hlavni vyhodou vlastnich vypocetnich zdroju oproti cloudovym sluzbam je jejich nepretrzita
dostupnost, coz umoznilo trénovat naro¢né modely bez preruseni i nékolik hodin. S tim souvisely i
nadlimitni kapacity pro vyuziti jakéhokoliv modelu a mnozstvi dat. Dalsi vyhodou byla plné kontrola
nad prostfedim, véetné volby balicktl, verzi a jejich konfigurace. Mezi nevyhody lze zaradit nutnost
technické zdatnosti pro zprovoznéni vypocetniho prostredi, feseni problémt s nekompatibilnimi
balicky, a hlavné ¢asovou naro¢nost potiebnou pro vytvoreni takového prostredi oproti pripravenym

fesenim v cloudovych sluzbéch.

Zhttps:/ /www.paperspace.com/gradient /notebooks
https://www.kaggle.com/code
“https://www.databricks.com/product /collaborative-notebooks
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Tabulka 11.1: Porovnani dostupnych vypocetnich kapacit

Google Colaboratory?

HPE Superdome Flex Server

3 nAlnd
Parametr pouze CPU GPU TPU areexpr Haimatit
server konfigurace
Intel X Intel X
CPU model Intel Xeon? Intel Xeon? Intel Xeon? nvet Acoll e eOI,l
Gold 6154 Platinum?
CPU pocet 1 1 1 20 32
CPU jadra 1 1 1 360 896
CPU vlékna 2 2 2 720 1792
RAM pamét 12,7 GB 12,7 GB 12,7 GB 7,2 TB 48 TB
Diskova
o 1077GB  782GB  107,7GB 129 TB* 1+ PB?
kapacita
NVIDIA NVIDIA
NVIDIA
GPU model - —  Tesla V100 A100
Tesla T4
PClIe 32GB 80GB PCle
GPU pocet - 1 - 2 8
GPU CUDA
— 2560 — 2x 5120 8x 6912
jadra
GPU Tensor
— 320 — 2x 640 8x 432
jadra
16 GB 2x 32 GB 8x 80 GB
GPU paméi’ - - = x
GDDR6 HBM2 HBM2e
TPU model - - TPU v2 - -7
TPU pocet - - 1 - —
TPU jadra - - 8 - -
16 GiB
TPU pamét - - ' - -
HBM

bezplatné instance
2virtualizovéno, riizné modely

3modely 3. generace

4soucet kapacit hlavnich datovych tlozist (29+429-+71 TB) bez prostoru pro zdlohovani

pouze teoreticky soudet za pouziti NVMe a SFF/LFF diskl, miiZe se lisit v zévislosti na RATD konfiguraci
VRAM

"neni podporovéno
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Kapitola 12

Zaver

Cilem této prace bylo prozkoumani metod pro automatickou klasifikaci textu. Zpracovani bylo kom-
plexniho charakteru, a to od zkouméani dostupnych datovych sad az po implementaci demonstrac¢ni
aplikace.

V uvodu byla provedena reserse datovych zdroju uvedenych v zadani prace. Hned ze zacatku
pri zpracovani dat nastaly komplikace a postupné jsem zjistil, ze téma ziskani kvalitnich dat neni
trividlnim problémem. Jako prvni jsem zjistil, ze tiidy v datech WikiCFP obsahuji velky Sum, nebot
kategorie pisou prispévatelé rucné do pripravenych textovych poli. Nasledovala chybéjici moznost
stazeni dat a nenalezeni volné dostupné verze ke stazeni. Dalsim zklaménim byla neexistence tiid
v datech DBWorld. Z tohoto duvodu jsem provedl resersi mnozstvi dalsich datovych zdrojua, ve
kterych jsem bohuzel nenasel zdroj ekvivalentni databazi WikiCFP s kvalitné anotovanymi tfidami.

Pro ziskani dat z WikiCFP byly implementovany stahovaci skripty. Samotny proces stazeni
trval pomérné dlouho, nez skript dokazal zpracovat vice nez 155 tisic stranek. Jednotlivé webové
stranky musely byt stahovany postupné po jedné, aby nedoslo k pretézovani databize a poruseni
uvedenych podminek. Oproti tomu data DBWorld sice slo jednoduse stdhnout pomoci RSS kanalua v
mailing listu, nicméné vzhledem k neexistenci tiid nebylo mozné provést evaluaci. V ivahu prichazela
moznost rucni anotace dat tisict prispévki, ale to by bylo mimo rozsah této prace.

Po ziskani dat néasledovalo predzpracovani. Prispévky ve WikiCFP nemaji jednotnou strukturu
obsahu coz se nastésti pozdéji neukézalo jako komplikace, nebof se i tak nékteré modely podarilo
naucit. Bohuzel to nelze Tict o kategoriich, kterych existuji tisice. Spousta z nich je nesmyslnych,
kategorie nemaji jednotnou strukturu, objevuji se duplicity a uz vubec nejsou disjunktni, jak se u
klasifikace ocekava. Pro pokracovani v praci nezbyla jind moznost nez najit feseni. To po nékolika
neuspésnych pokusech nakonec spocivalo v ruénim naparovani 300 nejéastéjsich a relevantnich ka-
tegorii do 10 pripravenych skupin. Parovani bylo ¢asové velmi ndroc¢né, nebot jak jsem jiz v praci
uvedl, jediné z kvalitnich dat lze naucit dobry model.

Prace pokracovala mnozstvim experimentii, které byly limitovany dostupnosti sluzby Google

Colaboratory. Necelé dva mésice pred odevzdanim jsem nastésti po konzultaci s vedoucim prace
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ziskal moznost pristupu na vykonny vypocetni server katedry informatiky. Umoznéni vyzkouseni

Soucésti prace je také i jednoducha demonstracni aplikace, ktera byla i diky dostupnym néa-
strojum implementovana velice rychle. Webova aplikace obsahuje funkce klasifikace a doporucovani
konferenci na zakladé klasifikované kategorie.

V poslednich dvou kapitoldch jsem vénoval pomérné hodné obsahu vyuzitym knihovnam, na-
strojim a hardware, na kterém byly provadény vypocty. Pouziti nastroju jsem se snazil odtvodnit
i se zminénim jejich vyhod i nékterych nevyhod.

Celkové bylo zpracovani pomérné zajimavé a rozhodné se neda fict, ze by prace byla v rozsahu
stazeni dostupného datasetu a vyzkouseni par metod. Oproti pivodnim zamértim se prace o dost
rozsirila a obsah se vyvijel postupné dle nastalych komplikaci a zkoumanych metod.

Zajimavym rozsifenim prace by mohlo byt zavedeni zminéného vektorového namisto soucasného
fulltextového vyhledavani. Dalsi moznosti je zlepsSeni filtrace prispévki pomoci polohy konference,
nebot kazda konference mé textové uvedenou lokaci a pomoci techniky geocodingu by bylo mozné
prevést informaci na GPS soufradnice, které by umoznily vyhledavat konference v okoli zadaného
mista.

Préace by se mohla rozsitit také jinym smérem, napiiklad implementaci zero shot classification
metod nebo testovanim komercénich GPT-4 modeld od organizace OpenAl.

Zajimavou otdzkou k obhajobé by bylo objasnéni divodu, pro¢ jsem nezkusil validovat modely
nad nékterymi uvedenymi databdzemi. To vychazelo primarné z divodu nekompatibilnich kategorii,
pripadné nedostupnych anotaci trid, jejichz absence by neumoznovala experimenty vyhodnotit.

Na zavér uvedu, Ze ac¢ jsem po prvotnim detailnim prostudovani zadani povazoval zvolené téma
za zasadni chybu, tak pri psani tohoto odstavce povazuji téma za uzitecné a cenim si svého casu,

ktery jsem za 3 roky do zpracovani této prace a studia obecné postupné investoval.

~% T

Obréazek 12.1: Sbohem a Satecek.
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Obrazek 3: Ukéazka obrazovky nastroje htop na serveru argexpr3 v pribéhu XGBoost experimentt
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